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Big data, autonomy, machine learning, social sciences, social 

media and global connectivity all play an increasingly important 

role in our lives. And if used against us, form the basis of 

information warfare. 
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Head of the Information Warfare Group at the Defence Academy 
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Introduction  
 

In the 21st century, the familiar form of warfare, inflicting physical damage to opposing forces 

and infrastructure, has made room for a new and less visible form of attack. The use of 

cyberweapons has taken on a central role in modern warfare where nations increasingly 

launch non-lethal attacks on enemy information systems. We are witnessing the rise of an 

information warfare in cyberspace. 

 

Disinformation is central to the arsenal of current information warfare. Social networks 

tremendously increased the potency of disinformation and its manipulative power. In result, 

disinformation is being transmitted at an unprecedented pace, safeguarding nobody from any 

potential influence of the attacker. In 2020, 81 countries were found guilty of spreading 

disinformation on social media, and this is increasing every year (Bradshaw et al., 2020). Our 

world is dominated by a flow of disinformation, with social networks being the main culprits 

of proliferation.  

 

Paradoxically, disinformation can be considered the most visible, yet invisible method of 

attack. Its ubiquity is precisely what makes it so hard to recognize. In consequence, 

disinformation attacks have been able to perpetrate every sphere of society and cause 

damage and polarization among citizens. Our democracy is succumbing to the current 

information warfare, with the citizens as the main victims. It is said that a team is only as 

strong as its weakest link, and that is no different in the context of the current information 

war. Therefore it is essential to arm the people themselves in order to stand firm against 

disinformation. 

 

This paper starts by explaining the concept of information warfare and what it entails. 

Further, it focuses on the role of disinformation as a cyberweapon within this war and the 

different methods of attack. To contextualize the previous, disinformation attacks are then 

placed within a broader journalistic framework, followed by the outlining of effects on our 

democracy. To conclude, this paper looks at how disinformation is generally counteracted by 

actors in society and stresses the necessity for adequate education in order to protect the 

people and preserve a healthy society. 



 5 

Information Warfare  
 

Information warfare (IW) can generally be understood as any operation in order to obtain an 

information advantage over the opponent. As described by the NATO (2020): “It consists in 

controlling one’s own information space, protecting access to one’s own information, while 

acquiring and using the opponent’s information, destroying their information systems and 

disrupting the information flow”. In summary techniques of IW may include (Burns, 1999): 

 

• The tactical collection of information; 

• Ensuring the validity of one’s own information; 

• The dissemination of propaganda or disinformation to demoralize or manipulate the 

enemy and the public; 

• The safe transfer of information; 

• The disturbance, degradation or denial of information, which are all means to prevent 

the opponent from gathering correct and complete information.  

 

However IW is not a new phenomenon, these techniques are now applied to modern 

information and communication technologies (ICT) such as the Internet. As a result, modern 

IW has risen to a whole new level. The mass-integration of ICT has led to an unprecedented 

global interconnectedness and elevated all physical barriers of communication. McLuhan 

(1962) referred to this development as the “Global Village”, which indicates the daily 

consumption and production of media by a global audience. This new digital reality makes 

the dissemination of information much faster, cheaper and more large-scale. As a result, the 

consequences of IW are also more far-reaching. 

 

Contemporary Issues of Information Warfare 
 
The information revolution has advanced the ways in which IW can be fought. The most 

prevalent revolutions come in the form of cyberattacks, automated robots and 

communication management. However, these new attacking methods also engender new 

issues and moral ambiguities.   
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1. Cyberattacks are significantly less risky for the attacker than traditional attacks, 

making them far more attractive to hostile organizations. As a result, attacks are 

carried out easier and more frequently than in traditional warfare (Ajir & Vailliant, 

2018). 

 

2. Since ICT are so interwoven in modern life, almost any technology can be targeted by 

a cyberterrorist attack. Especially civilian technologies are a common target of attack. 

These attacks can even be potentially launched through personal computers or 

websites. In addition, control over civilian infrastructure is harder to enforce since it 

can raise ethical concerns about the right to privacy (Editoral Team, 2022).  

 

3. New technological possibilities for automation and robotic weapons are challenging 

our ability to measure and assess accountability for the actions of computer systems. 

Moreover, in the case of cyberattacks it can sometimes be virtually impossible to 

detect the initiator of an attack (Taddeo, 2012). 

 

4. In IW the manipulation of information is aimed to steer the target into making 

decisions against their best interest without any awareness. As a result, it is often 

difficult to pinpoint when IW begins, when it ends, or how destructive it is (Editoral 

Team, 2022). 

 

5. Global interconnectedness can easily turn over into instability, or even chaos. Modern 

ICT has many strengths regarding the spread of information. However, this also 

includes that false information and fear can be disseminated more rapidly and 

widespread. Therefore creating the possibility to affect the well-being of citizens on a 

very large scale (Stupples, 2015).  

 

These issues reveal the multidimensional nature of IW. It integrates operations from  

cyberwarfare, electronic warfare and psychological warfare. The next paragraph dives deeper 

into each of these adjacent concepts.  
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Anatomy of Information Warfare  
 

The battlefield of IW has extended into the realms of cyberwarfare, electronic warfare and 

psychological warfare. Each form of warfare contributes certain aspects to the whole of what 

is IW.  

 

Cyberwarfare  
 

Cyberwarfare (CW) is generally defined as the use of cyberattacks on the computer system of 

an opponent. These attacks can range from small disruptions in an enemy’s system, to 

complete destruction of technical infrastructure. Yet it is important to note that cyberattacks 

not only target computer systems. Attacks are also directed towards power grids or industrial 

control systems used in manufacturing plants. Some examples of CW are (Hanna et al., 2021):  

 

• Hacking and theft of critical data from an opponent; 

• Distributed denial-of-service (DDoS) attacks that prevent legitimate users from 

accessing targeted computer networks or devices; 

• Viruses, phishing computer worms and malware that can take down critical 

infrastructure; 

• Spyware or cyber espionage that results in the theft of information that compromises 

national security and stability; 

• Ransomware that holds control systems or data hostage. 

 

However despite many efforts, there is still no consensus regarding a uniform definition of 

CW. Simply put, we could distinguish CW from IW due to its mere technical nature. Where 

CW uses technology to target systems, IW revolves around the use of data and information 

as a weapon. CW can thus be considered as the technical dimension of IW.  

 
 
  



 8 

Electronic Warfare  
  

Next, IW also integrates electronic warfare (EW). Modern communication heavily relies on 

electromagnetic transmissions, such as signals of radio, infrared or radar. EW refers to the 

ability to use the electromagnetic spectrum to support, protect or attack these signals 

(Gordon, 1981). A common practice of EW is jamming. The purpose of jamming of is to limit 

an enemy’s ability to exchange information by overriding radio transmissions or by sending 

signals to prevent radar detection or convey false information. Simply put, EW is mainly 

focused on disrupting or neutralizing communication signals via the electromagnetic 

spectrum.  

 

Psychological Warfare  
 

Last but not least, IW implies the conduct of psychological warfare (PW). As mentioned 

before, IW includes the manipulation of information with the intent of harming the well-being 

and morale of people. Similary, PW refers to the tactical use of propaganda, threats, and other 

psychological techniques to mislead, intimidate, demoralize, or otherwise influence the 

thinking or behavior of an opponent (Encyclopaedia Britannica, n.d.). Some examples of PW 

are (Longley, 2019):  

 

• Demoralization, for example through the distribution of pamphlets or flyers that 

encourage the opponent to surrender; 

• Propaganda radio stations; 

• Sleep deprivation of the enemy through the use of loud sound speakers; 

• “False flag” events (attacks, operations or incidents), which are employed to give the 

opponent the impression that they were carried out by other nations or groups; 

• The visual “shock and awe” technique to scare the enemy based on the use and display 

of spectacular force (e.g. using technologically advanced weapons). 
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In the context of IW, disinformation campaigns are the central psychological element. The 

manipulation of perception forms one of the main drivers of IW. Therefore knowledge of 

psychology is extremely relevant during IW in order to adequately influence people’s 

emotions and behavior towards the desired direction. PW thus concerns the psychological 

dimension of IW, mainly by use of disinformation campaigns. 

 

Psychological Warfare Then vs. Now 

 

PW has been documented throughout all of history. In ancient times, PW was limited to face-

to-face and verbal communication only. But starting from the 20th century, the possibilities 

and effects of PW greatly expanded due to the rise of mass media. Traditional techniques 

were now being applied to new forms of media such as the radio, newspapers or television.  

 

Generally the origins of contemporary PW can be traced back to World War I (Fritz, 2014).  

Propaganda was being used by the belligerent countries to influence the public’s view and 

mobilize the total forces of the land in support of its goals. The British however, had several 

advantages in their battle for world opinion. They had one of the most reputable news 

systems and controlled an advanced transnational communication system. These two factors 

are said to have greatly contributed in their victory against the Germans. Moreover, it 

emphasized the importance of propaganda and a news system in the waging of war.  

 

Over the past few years, PW has moved to new battlefields because of digitalization. 

Especially nowadays, a continuous PW is being fought in cyberspace. The Internet and social 

media have shown to be very effective tools of large-scale influence and manipulation. 

However cognitively, people now aren’t any less vulnerable to disinformation than people 

during WWI. Humans maintain a cognitive vulnerability to IW and the manipulation of 

perception. These cognitive vulnerabilities form the baseline for disinformation campaigns. 

Cyber technologies have just merely changed the stage on which PW is fought.  
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An example of present PW is the war of Russia against Ukraine and Western Nations (Abrams, 

2022). Putin’s strategies include the framing of messages in terms of power dynamics. Ukraine 

and Western Nations are painted as evil and immoral, while Russia is merely a victim of their 

exploitation. Russia has been repeating these narratives over the past few years, leading its 

citizens to believe in the justification of revenge. For example, claims of “Russophobia” (Figure 

1.) resurge among various topics whenever Russia wants to portray itself victim.  

 

 
Figure 1. Retrieved from DFRLab (2018) 

 
Although many Westerners would easily dismiss such claims, it’s important to consider that 

many Russian citizens lack access to independent and social media, which could provide 

counterinformation. On the counterpart, Ukraine has also been pushing wartime narratives 

whose veracity is questionable. 

 

We can conclude that PW is an inextricable part of a larger IW that is primarily held in 

cyberspace. For this reason, it is wrong to make clear distinctions between these dimensions.  

 

Essentially information warfare weaponizes information in order to gain a competitive 

advantage over the opponent, whether it’s through cyberattacks or psychological operations 

or a combination. Continuing, this paper will look deeper into this combination of operations 

and focus on the use of disinformation in cyberattacks. 
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Disinformation  
 
The term disinformation might not immediately ring a bell, but the term “Fake News” 

undoubtedly does. Ever since the 2016 US presidential elections the term fake news has 

become extremely popularized. Following this, other buzzwords like disinformation, 

misinformation, malinformation have been used interchangeably, eroding any underlying 

nuances between these terms. The common denominator, is that they all refer to content of 

which the veracity is considered false and they’re all part of the larger issue: the manipulation 

of public opinion in order to affect the real world.  

 

The Cambridge Dictionary (2020) defines fake news as “false stories that appear to be news, 

spread on the internet or using other media, usually created to influence political views or as 

a joke.” However this term is too vague and is so overused that it commonly refers to any 

news a person dislikes, disregarding whether the content is true or not.  Therefor this paper 

distances itself from using the term fake news,  as it’s too ambiguous and contested. 

 

In the debate of fake news the concepts of disinformation, misinformation and 

malinformation are often confused or wrongly seen as one. To avoid misunderstandings, the 

underlying differences are shortly clarified (Wardle & Derakhshan, 2017).  

 

Disinformation: false information deliberately made to harm a person, social 

group, organization or country. 

 

Misinformation: false information, but not made with the intent to harm any 

person, social group, organization or country. The disseminator 

sees this information as the truth.  

 

Malinformation: truthful information, intentionally used to harm a person, social 

group, organization or country.  
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Figure 2. retrieved from Educational Era (2022) 

 

Thus, while clear distinctions can be made between the different types of fraudulent and 

harmful news, the consequences are similar. Some expressions may exhibit combinations of 

these three conceptualizations. Individual instances of misinformation, disinformation or 

malinformation are often part of a broader information strategy (i.e. information warfare), 

and are often accompanied by other manifestations of mis-, dis- and malinformation (e.g. on 

other platforms or in different messages). This paper lays its emphasis specifically on 

disinformation, used as a cyberattack in information warfare.  

 

Disinformation as a Cybersecurity Threat  
 

In current information warfare, social media has shown to be a potent and effective 

battlefield. Social media is characterized by a variety of digital tools (e.g. bots, algorithms, 

deep fake…) which help facilitate the conduct of disinformation attacks on platforms such as 

Facebook, Youtube and Twitter. Therefore many advocate the recognition of disinformation 

as a cybersecurity threat .  
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This need for recognition is substantiated by the parallel growth of disinformation- and 

cyberattacks. With the Internet exponentially expanding, the recognition of malicious content 

becomes increasingly more difficult. In result, end-users and cybersecurity professionals often 

remain blind to new weaknesses and risks. Official recognition of disinformation as a 

cybersecurity threat however, is crucial for the development of more resilient private actors, 

state-actors and stakeholders from the disinformation and technological field.  

 

The EU DisinfoLab (2021) listed several reasons to why disinformation is a threat to 

cybersecurity. Drawing upon their research, they discovered four areas of convergence 

between disinformation and cybersecurity: the “terrain” on which disinformation is 

distributed, the “tactics” which merge disinformation into cyberattacks, the “targets” being 

both victims of disinformation campaigns and cyberattacks, and what they call the 

“temptation”, or the appealing nature of this kind of warfare.  

 

1. Terrain: while disinformation campaigns have received a lot of attention due to their 

use of platforms such as Facebook and Twitter, they inherently rely on a distributed 

network of servers and routers to disseminate false information. Social media 

networks serve as gateways and amplifiers of disinformation attacks. This implicates 

the private sector and the internet technical community to share a role in countering 

disinformation and cybersecurity threats. 

 

2. Tactics: cybersecurity and disinformation tools have become immensely intertwined. 

Disinformation is increasingly used as part of cyberattacks to deliver malware via the 

manipulation of people’s emotions (e.g. fearware, which uses the feelings of fear and 

urgency to lurk people into clicking on malicious content). In addition, the proliferation 

of hybrid attacks (i.e. warfare methods that combine human and technological 

aspects) underpin this convergence.  

 
3. Targets: disinformation attacks and cyberattacks cause similar damage and are usually 

combined to reach the same target. For example, actions such as data breaches (i.e. 

hackers stealing or manipulating sensitive information) or the manipulation of 

information are both intended to compromise the integrity of data.  
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4. Temptations: activities of cybercrime and manipulation operations are very appealing 

to perpetrators due to their high profit margins and insufficient consequences.  

 

In conclusion, the challenge of disinformation is a matter of cybersecurity governance. 

Therefore cybersecurity and disinformation should be addressed in the same breath in order 

to safeguard the health of our digital infrastructure. 

 

Methods of Disinformation Attacks 
 

Disinformation attacks primarily take place within social networks. They offer various tools to 

carry out attacks and serve as an accelerator of extremism because they connect people 

instantaneously. Some of the most prevalent methods are the use of bots, algorithms, deep 

fake technology and humans.  

 

The potency of these attacking methods is magnified by the fact that falsified information 

tends to outperform authentic stories. Research has proven that false stories are more likely 

to go viral. Disinformation is said to reach 1500 people 6 times faster, on average, than a 

truthful story (Meyer, 2018). This problem is even exacerbated when the story concerns 

politics. The next paragraphs dive deeper into these methods of attack. 

 

Bots  
 

Bots have taken on a central role in cyberspace. These software programs are designed to 

perform specific tasks online, that otherwise humans would have to do (Howard et al., 2018). 

They were initially designed to perform simple regulatory tasks, however their utility and 

deployment quickly shifted towards more serious goals.  
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Nowadays bots are a strong asset within the arsenal of disinformation attacks. Many actors, 

such as governments or political organizations worldwide have been reinforcing their 

information warfare capabilities by using bots for both defensive and offensive goals. Bots 

amplify messages by increasing the speed and number of people it reaches (Howard et al., 

2018). In this way, they are able to influence public opinion, disrupt debate and muddy 

political issues (Woolley & Howard, 2016).  

 

We can distinguish different types of bots: 

 

Social bot: social bots mimic real users on social media platforms by 

undertaking specific tasks and interacting with other user 

accounts. They are programmed to automatically advocate 

certain ideas and spread disinformation or to boost the popularity 

of social media profiles by creating fake accounts (e.g. fake 

followers).  

 

Political bots: political bots are social bots that are used for political purposes. 

Political bots are often caught exaggerating the popularity of 

certain politicians, while smudging the name of others. Other 

practices include the drowning of political hashtags in nonsense, 

or the immediate rebuttal of political claims using disinformation 

(Fernquist et al., 2018).  

 

Spam bot: spam bots generally spread spam on the internet, such as online 

comment sections, email inboxes... This can take on the form of 

disinformation campaigns.  
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Because of their pace of information parsing and organization, bots save significant time and 

energy for human authors. For this reason, their potential as weapons may not be 

underestimated. Bots have skewed multiple discourses and political elections over the few 

years and have caused serious damage on a global scale. A memorable example are the US 

presidential elections of 2016. Research by Bessi and Ferrara (2016) indicated that around 

one out of five election-related tweets were generated by bots during their period of study 

(16/09-21/10). This leads to almost four million tweets by more than 400,000 bots distorting 

public discussion on the elections.  

 

 

Figure 3. Tweets from active pro-Trump bots according to Woolley and Howard (2018) 

 

Lastly there are also hybrids, which are a combination of both automatic and human curation 

(Fernquist et al., 2018). The use of hybrids can make awareness of potential disinformation 

attacks even harder. 

 

Cyborgs: in cyborg accounts a human periodically takes over a bot account 

in order to disguise the account and increase its credibility.  
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Sybils: sybils take over a person’s account and try to connect with the 

real user’s social network by impersonating the owner. The 

perpetrator takes advantage of a user’s reputation. Sybil accounts 

are sometimes operated by bots to share disinformation on a 

large scale.  

 

Algorithms 
 
Algorithms dominate our flow of (dis)information. They play a decisive role in prioritizing 

news, determining where news appears online and who does or does not reach the news, 

based on the user’s engagement levels (Devito, 2017; Nechushtai & Lewis, 2019; Wallace, 

2017). Exactly because algorithms present us content based on our own interaction with 

them, they can function as radicalization pipelines. The dynamics of algorithmic news curation 

leads them to be the ideal gateway for disinformation attacks.  

 

As mentioned before, disinformation attacks thrive on the exploitation of human biases. 

Algorithms reinforce these biases. People naturally tend to engage more with shocking, 

radical and click-bait content (Soroka et al., 2019). Algorithms, in consequence, amplify these 

tendencies leading to higher engagement levels of attention-grabbing posts. As a result, 

disinformation attacks often leverage algorithms to boost their extremist content and 

instigate online radicalization (Nemr & Gangwire, 2019) 

 

The potential of algorithms reaches even further than solely being a great tool for rapid 

dissemination of disinformation. These tools have the power to create an online environment 

where users only encounter disinformation. Algorithmic news curation can lead to one-sided 

news consumption and isolate people from a broader spectrum of information that might 

challenge their beliefs. This is commonly described as the echo chamber effect (Sunstein, 

2002) or the filter bubble (Pariser, 2011). Within these information bubbles, there is less room 

for chance encounters with news and conflicting views. In result users can get trapped in the 

illusion of disinformation being reality.  
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Evidently repeated consumption of personalized news can have detrimental effects on 

people, democracy and our global society. These effects are discussed later on in this paper.  

 

Deepfake  
 
Deepfakes are a recently developed software technology that uses deep machine learning 

and artificial intelligence to create false imagery (Albahar & Almalki, 2019). Although the idea 

of manipulating images is not new, the rise of deepfakes initiates a turning point in image 

modification. Because of recent advancements in neural networks,  images and videos can be 

copied, imitated or changed in such a realistic manner, that it frequently becomes impossible 

to  detect its inauthenticity. Deepfakes therefore, hold an extreme disinformation potential 

whereas people can be staged to say or do anything within any context.  

 

The rapid emergence of deepfakes tends to be one of the most alarming methods of attack. 

Although people already have a relative awareness regarding fake news, they are much more 

vulnerable to fake videos or imagery because of their high accessibility and credibility. The 

line between "real" and "tricked" is so obscured that even the best detection software cannot 

recognize certain videos as falsified (Zagers, 2021). Deepfakes are used to disseminate 

disinformation, defame individuals, cause societal distress and simply have the potential of 

seriously harming our democracies.  

 

These deepfake attacks are quite common. The internet provides open access to powerful 

tools such as TensorFlow or Keras making it relatively easy for anyone to generate any kind 

of false imagery. One of the most viral deepfake videos is where former US President Barack 

Obama uncharacteristically uses insulting vocabulary and curses Donald Trump 

(BuzzFeedVideo, 2018). 
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Human Troll Armies 
 
Humans themselves are also part of the disinformation arsenal.  When the internet came to 

be, so did internet trolls. A troll is a person who posts on the internet to provoke predictable 

emotional responses such as anger, irritation or sadness by intentionally misinforming people 

or pretending to be different. 

 
The act of trolling is usually done with the sole intention of offending people and provoking 

discussions for own amusement. However, many countries and institutions have started to 

weaponize trolls in order to strengthen themselves within the war of information. This 

phenomenon is referred to as the formation of troll farms or armies.  A troll army is an 

institutionalized group of internet trolls hired to disrupt political sceneries and manipulate 

public opinion (The Cambridge Dictionary, 2020). These ‘keyboard’ warriors are paid to 

spread disinformation, create illusory support and wreak total havoc within the public sphere. 

 

Recently, research funded by the UK government has allegedly found evidence for a troll 

factory based in Saint Petersburg (The Guardian, 2022). The study reports that online 

operatives are being paid to spread pro-Russia war lies and target social media accounts of 

world leaders such as Boris Johnson, Olaf Scholz and Josep Borrell. The troll army is being 

deployed to spread patriotic narratives and justify the military operations in Ukraine. 

Moreover, according to the Industrialized Disinformation report (2020) of the Oxford Internet 

Institution, 59 countries used state-sponsored trolls to attack political opponents. The use of 

internet trolls is therefore very common within IW.  

 

Human Psychology 
 
Human psychology is the driving force underlying all disinformation attacks. Disinformation 

prospers because it’s spread by humans. Technology would never be as effective without the 

exploitation of fundamental human psychology, more specifically cognitive vulnerabilities. 

Therefore, to fully grasp disinformation attacking methods, it’s essential to understand the 

converging factors of media, technology and human psychology.  
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Cognitive vulnerabilities are psychological factors in human beings which make them more 

susceptible to disinformation (Pantazi et al., 2021). Cognitive vulnerabilities drive the 

perception of objectivity while it diminishes the ability of people to rationally analyze a 

situation (Castanedo, 2021). Information is fueled by this reduction in objectivity. In addition, 

authors of disinformation usually hide their identity. Reduced objectivity in combination with 

anonymity, facilitates people to process information and make decisions more subjectively. 

In consequence, cognitive vulnerabilities can lead to the acceptance and support of radical 

ideas (Yang, 2019). The adequate exploitation of cognitive vulnerabilities in disinformation 

attacks are therefore the key to winning an information warfare.  

 

In their research, Caleb & Silva (2022) provide a list (Figure 4.) of possible cognitive 

vulnerabilities which can be exploited in disinformation attacks.  

 

 

 

 

Confirmation bias  The act of searching evidence to support existing bias or expectations 
(Nickerson, 1998); Also referred to as selective exposure, this 
phenomenon makes us blind to information that contradicts our beliefs 
in order to minimizing cognitive dissonance (Silverman, 2015). 

Motivated reasoning The tendency to “scrutinize ideas more carefully” if we do not agree with 
them (Marcus, 2009). In other words, our ability to reason is 
unconsciously affected by our preexisting values, identities, and 
attitudes (Silverman, 2015; Slothuus & de Vreese, 2010). 

Biased assimilation A process related to motivated reasoning in which people interpret new 
information in a biased way, in accordance with their own beliefs 
(Silverman, 2015). This phenomenon explains why individuals “readily 
accept confirming evidence while critically examining disconfirming 
evidence” (Dandekar et al., 2013). 

Hostile media effect An effect related to the bias perceived by individuals from their 
preexisting stance towards the news source. Because of this effect, 
people with opposing views, when accessing the same reports, tend to 
perceive these reports as biased against their own opinions (Arpan & 
Raney, 2003; Gunther & Liebhart, 2006). 

Repeated exposure Repetition leads to familiarity and people use familiarity as a proxy for 
credibility. It increases the processing fluency (the ease of information 
recall), which is perceived as discrepant from a comparison standard and 
may affect truth judgments (Berinsky, 2017; Dechêne et al., 2010) 
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Figure 4. retrieved from Caled and Silva (2022) 

 

The proliferation of the current information warfare is parallel-linked to the progressive 

degradation of journalism and the general impoverishment of the news landscape. News is 

always a product of the socio-cultural and economic context in which it evolves. Studying the 

news in isolation of social developments is therefore incorrect (Paulussen, 2004). This makes 

it relevant to briefly place this information warfare within a broader journalistic framework 

and link it to concurrent social shifts.  

 

Journalistic Perspective  
 
The arrival of the Internet late 20th century induced the transition from mass society to 

today's network society (Van Dijk, 2012). Ever since, the journalistic sector struggles to keep 

up with technological advancements while maintaining the same quality of news.   

 

Denial transparency This phenomenon portrays the ineffectiveness of denying a proposition. 
It is attributed to the way people cumulatively process information, 
always appending new pieces to their “store of knowledge”, without 
deleting previous information (Wegner et al., 1985). 

Backfire effect This effect highlights the increase of people’s acceptance of challenged 
beliefs when presented to contradictory evidence (McRaney, 2011). It 
may occur as a result of repeated exposure. 

Group polarization It is explained through the predictably behavior of group members 
adopting a more extreme stance after group deliberation (Sunstein, 
2002). Groups of like-minded people reverberate messages, such as in 
an echo chamber, with a social function to legitimize each other, 
reinforcing individuals’ opinion (Jamieson & Cappella, 2010). 

Casual inference making The act of attributing unwarranted cause–effect relationships to 
contiguous events. After the occurrence of an event, people tend to 
mistake their inferences with real memories of the event, yielding auto-
suggestion errors (Principe et al., 2008). 

Emotion  Previous research indicates that the accuracy of personal beliefs and 
resulting attitudes can be shaped by a person’s emotional state and by 
the prevalent tone of media coverage (Anderson et al., 2018; Scheufele 
& Krause, 2019) 
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From Mass to Network Society 
 
In mass society, traditional news organizations had a monopoly on news production and news 

distribution. News was collected by a few centralized players, then filtered and distributed in 

a linear process to a mass audience with little or no opportunity for feedback (McQuail, 1987). 

News production was limited by boundaries of time and space which resulted in a focus on 

quality rather than quantity. The verification of sources, impartiality and professional ethics 

were cornerstones of journalism (Coggiola & Siroli, 2018). In short, journalism in mass society 

was characterized by linear and centralized information flows, passive mass audience, scarcity 

of time and space, quality in news production and active news consumption (Loisen et al., 

2016).  

 

The advent of the Internet and the elimination of time and space boundaries ushered in the 

network society. Globalization, digitalization and far-reaching user participation challenged 

the status quo (Castells, 2000). The one-way traffic has evolved into a chaotic news 

environment characterized by non-linear and decentralized information flows towards a 

fragmented audience (McNair, 2006). We see an evolution towards network journalism 

characterized by rapid information exchange among an immeasurable number of information 

nodes worldwide. The distinction between journalists and amateurs has tightened and 

citizens can now take part in the news production process (Heinrich, 2012). 

 

The multiplicity of actors gave rise to commercialization or market driven journalism. 

Additionally, the growing reliance on social media as news platforms has prompted a shift 

from quality to quantity, and relevance to popularity (McManus, 1994). As a result, the 

reliability of news has come under pressure spurred by the rise of fake news (McNair, 2018). 

This evolution further fostered the disintegration of meaning, credibility and reliability of 

circulating content and journalists. Journalism is now characterized by a simplification of news 

production, consumption and distribution through digitization (Paulussen, 2004), whilst also 

setting off commercialization and erosion of news and journalism as a profession (Deprez & 

Van Leuven, 2020). 
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The state of the current news landscape makes fighting disinformation very difficult, if not 

almost impossible. While disinformation has historically been spread by governments, 

militaries and religious or economic institutions, the internet has enabled anyone with a 

computer to engage in this activity (Coggiola & Siroli, 2018). Social media lack the control 

mechanisms that used to be part of the journalistic deontology,  and pave the way for 

disinformation to prosper.  Disinformation is ubiquitous and there is no escaping to it. 

 

The proliferation of disinformation, together with the deterioration of journalism, have made 

a strong impact on our democracy. The next paragraph elaborates further on these outcomes. 

 

Effects on Democracy 
 
IW has put our democracies under severe pressure. Liberal democracy essentially implies the 

separation of the three institutional powers, namely the legislative, executive and judicial 

power. The media, in turn, is considered as a fourth institutional power supplementing the 

other three by providing checks and balances. This fourth power is responsible for providing 

citizens with all information necessary to make well-informed decisions in a democracy and 

stimulate public debate (Team Media Texthack, 2014). Although, beautiful in theory, practice 

points to a different reality.  

 

The scale on which IW is happening today is overshadowing our institution as being a true 

liberal democracy.  The ubiquity of disinformation attacks proof that the separation of media 

from other institutional powers is an illusion. The 2020 report of Industrialized Disinformation 

(Bradshaw et al., 2020) highlights that cyber troop activity continues to rise globally each year. 

Evidence among 81 countries was found for the use of social media to spread computational 

propaganda and disinformation about politics.  These trends emphasize that information has 

increasingly become a weapon of the government to control the people, rather than a 

weapon of the people to control the government.  
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Polarization  
 

One of the main effects (and goals) of information warfare is polarization. The 2020 report of 

Industrialized Disinformation (Bradshaw et al., 2020) found that a concerning 48%  of all 

studied countries (n = 81) had used disinformation campaigns  to drive division and polarize 

citizens. Polarization discourages debate in the public sphere and is used to drive people 

apart, often pushing them to extremist viewpoints (Borgesius et al., 2016). In consequence 

people have less shared experiences and the ‘social glue’ is erased, which is considered to be 

necessary in democracy.  

 

The EU High Level Group argues: “The concern is people forgetting that alternatives do exist 

and hence becoming encapsulated in rigid positions that may hinder consensus-building in 

society” (Vīķe-Freiberga et al., 2013, pp. 27–28). 

 

Especially the use of algorithms amplify polarization. As mentioned before, algorithms have 

the power to imprison people in filter bubbles where they get stuck in a spiral of attitudinal 

reinforcement (Borgesius et al., 2016). However, Sunstein (2002) argues that coming across 

diverse opinions is necessary for the development of people in a democracy.  Thus, extensive 

algorithmic news curation greatly affects democracy because it prevents the development of 

well-informed citizens and leads to knowledge gaps in society.  

 

Additionally, polarization in combination with repeated exposure to online disinformation, 

generates problematic competing narratives. Repeated exposure has the power to generate 

deep convictions of information being accepted, regardless if it’s truthful or not (Lecheler & 

de Vreese, 2011). People start to view opposing narratives as highly negative and tend to 

disregard potential alternatives to resolve societal problems.  The full exercise of democracy 

is therefore hindered because citizens are compromised in their critical judgement, political 

knowledge and access to accurate information (Caled & Silva, 2022). 
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All of the above covers a larger social issue of general distrust. The credibility of the media is 

in constant decline and people have lost confidence in institutional powers. In other words, 

the foundations of our democracy have collapsed. In fact, is it even fair to say that we still live 

in a democracy?   

Countering Disinformation 
 

The effects of disinformation attacks perpetrate all spheres of society. In order to effectively 

respond to this, the problem must be tackled from all points of view necessary. State-actors, 

private-actors, journalists, digital platforms and cybersecurity professionals, are all on the 

front lines of combatting disinformation globally. 

 

Some examples of common strategies:  

 

Governmental 

perspective 

State-led responses usually include legal measures such as regulations 

or punitive strategies (Caled & Silva, 2022). For example, the 

imposition of sanctions on social media platforms that spread 

disinformation (e.g. fines in order to remove misleading content). 

However, legal measures can also be used as a mechanism for abuse 

and oppression (e.g. censorship) and eventually foster dissatisfaction 

among citizens towards the government.  

 

Journalistic 

perspective 

Within journalism fact-checking has become a frequent initiative for 

countering disinformation. As defined by The American Press Institute, 

“fact-checkers investigate verifiable facts, and their work is free of 

partisanship, advocacy, and rhetoric” (AJn, 2014). This solution, 

however, has major  limitations due, firstly, to the vastness of the 

Internet content to be checked, and secondly, to the question of the 

reliability of human or algorithmic fact-checkers (Coggiola & Siroli, 

2018).  
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Digital platforms’ 

perspective 

Digital platforms usually turn to fact-checking initiatives, content 

moderation and the promotion of quality news, while also attempting 

to reduce the visibility of websites sharing disinformation (Caled & 

Silva, 2022). However, these responses are limited by similar problems 

as those posed by state-actors or journalists. Digital platforms remain 

commercial entities driven by personal interest, which makes their 

impartiality questionable.  

 

Cybersecurity 

perspective  

Solutions generally include computational methods as a standalone 

tool or to assist other actors such as journalists, digital platforms or 

private-actors (Caled & Silva, 2022). These tools are based on machine 

learning technology in order to automatically detect disinformation or 

provide indicators of veracity. However, mistakes can be very costly 

and lead to unjust censorship of truthful stories or  the dissemination 

of false ones (Alaphilippe et al., 2019).  

 

Whatever measures state-actors, private-actors, digital platforms or journalists may 

implement, disinformation will always find its way to the audience. Ultimately, the resilience 

of society towards disinformation attacks depends on the resilience of the people. As these 

attacks are usually aimed to fool people, the people themselves have to be prepared to resist 

them.  

 

Nevertheless, a lot of studies fail to recognize the vital role of individuals to halt 

disinformation. This academic problem mirrors our society. The ubiquity of technology and 

media leaves the impression that everyone has developed knowledge and media and 

technology can be found everywhere, including in education. Unfortunately, this impression 

is false. Current education fails to keep up with rapid digitalization, and in consequence 

doesn’t properly assist in counteracting disinformation. As a result, humans remain the 

weakest link within cybersecurity.  
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In order to win this war, the people should properly be armed towards disinformation.  The 

next paragraphs emphasize the necessity of a good education system as a form of defense 

and lay focus on media literacy and digital literacy.  

 

Educational Perspective 
 
The crucial role of education cannot be underestimated. Research found media literacy and 

information literacy to be important factors in the recognition of misinformation (Kahn & 

Idris, 2019), and emphasizes the importance of media education in the fight against 

disinformation (Shapovalova, 2020). Moreover, low-educated people are often found to be 

more vulnerable to disinformation (University of Kansas, 2019). The problem should 

therefore be tackled from the ground up by educating the people on the converging factors 

of media, technology and their own human behavior. This is where education on media 

literacy and digital literacy comes into place.  

 
Media literacy  

 
Media literacy looks at media in its entirety and how it can affect our image of reality. It is the 

set of competences that enables a person to interpret media products and settings, to 

produce media themselves and to recognize and confront the social and political biases of the 

media (Grisham, 2021). Media literacy encourages critical thinking and allows them to take 

control over media, rather than it to be the other way around.  

 

In a society where war is fought by the use of media biases, media literacy among citizens is 

necessary to maintain a healthy democracy. Education has the possibility to neutralize many 

cognitive vulnerabilities by making people aware of media bias, as well as their own bias. It 

allows them to analyze, understand and evaluate disinformation more deeply, and provides 

them with the necessary skepticism. Education should therefore lay a higher emphasis on 

media literacy in order to create critical citizens and contribute to a more healthy society and 

digital environment.   
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However media literacy can never fully prevent or undo of media bias, it does help create a 

counterweight to the rising of disinformation. This counterweight is reinforced with 

additional digital literacy in education. Digital literacy is an additional skill needed in order to 

fight disinformation attacks.  

 

Digital Literacy 
 
Digital literacy can be seen as a technical extension of media literacy. Digital literacy focuses 

on understanding digital tools such as websites, apps and social media platforms and how 

they affect our society and digital media. Whereas media literacy is about critical 

consumption of digital media, digital literacy provides a set of competences to safely and 

consciously navigate and participate in digital media (Hobbs, 2010). 

 

Nevertheless, digital literacy is generally included within education. However, the curriculum 

frequently needs to be updated in order to match the speed of technological advancements. 

This is where our education system fails. Digital literacy courses often fall short on subjects 

such as cybersecurity and algorithmic literacy (Koenig, 2020). In consequence, current 

education still doesn’t properly prepare individuals for the threats of the current IW.  

 

A consequence of this, for example, is the frequent occurrence of filter bubbles. Essentially, 

filter bubbles arise when individuals don’t consciously interact with algorithms, allowing these 

technologies to amplify media biases. In addition, various studies confirm the existence of 

knowledge gaps on digital literacy among people (Cotter & Reisdorf, 2020; Henderson et al., 

2020; Swart, 2020). Even the youngest generations, who are expected to be the most digitally 

literate, seem to lack the knowledge to consciously navigate through the current digital news 

landscape. These tendencies embody the shortcomings of current education.  
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Figure 5. retrieved from Grisham (2021) 

 

In summary, education should focus on including both media literacy and digital literacy, 

whilst also ensuring that these courses are frequently updated in line with technological 

advancements of IW. Education on media literacy needs to ensure critical engagement with 

mass media and education on digital literacy needs to provide the technological, personal and 

intellectual skills for living in a digital society.  

 

However, education is more focused on the long term, it is a prerequisite for building 

collective resilience in society. Media and digital literacy should become cornerstones within 

our educational curricula. Without it, countries will never be able to fully arm themselves 

against the dangers of disinformation attacks and other cybersecurity threats, regardless of 

any other measures taken.  
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Conclusion 
 
Concluding, information warfare is both a war in cyberspace as a war on ideas. States or 

organizations try to gain a competitive advantage over the enemy through the weaponization 

of information, by using psychological attacks, cyberattacks or a combination. The emphasis 

of this paper lays on the combination of both psychological and cyber methods through the 

conduct of online disinformation attacks.  

 

These attacks generally happen in social networks, because they serve as optimal gateways 

for the rapid and large-scale spread of disinformation. By using digital tools such as bots, 

algorithms, troll armies and human biases, perpetrators globally infect social networks with 

disinformative narratives in order to manipulate the public’s view in their own interest.  

 

These technological innovations have pushed journalism into an epistemological crisis, 

leading towards a general deterioration of the journalistic sector. The diminishing of quality 

news combined with the proliferation of online disinformation, have caused serious damage 

to our democracy. People have lost their trust in their governments and the news media.  For 

this reason it is debatable whether we still live in a democracy or not.   

 

The counteraction of disinformation, in consequence, has become a global top-priority in 

policymaking among governments, private actors, journalists, digital platforms and 

cybersecurity professionals. However, a team is only as strong as its weakest link, which in 

this case are the citizens. Whatever measures stakeholders may take, disinformation still finds 

its ways to the public and is able to prosper.  

 

The resilience of society ultimately relies on the people. Unfortunately the general public 

lacks critical understanding of technology, media and their own human behaviour. These 

problems can be attributed to an outdated education system that does not meet the needs 

of today's digital society.  
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It is rather unrealistic to expect from  to  learn people what IW and disinformation attacks 

are, how they work, and why they are important, without sufficient exposure to the topic in 

school curricula (Powers, 2017). This paper therefore argues for the inclusion and emphasis 

of media and digital literacy within educational attainment levels. This should equip young 

people to efficiently and consciously navigate an increasingly personalized online news 

landscape (Swart, 2020). Redirecting literacy within the perspective of young people will 

contribute to a healthier future for the internet, better informed citizens and the 

maintenance of democracy.   
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